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1 Description of chosen datasets to use. |5 marks|

1.1 Census-Income

The dataset contains census data collected by the United States of America Census Bureau between
the year 1994 and 1995. The data used in this phase was obtained from the UCI KDD Archive. The
data was obtained by downloading it from the above-provided link. A data conversion sub-step was
required due to the fact that the format of the acquired data was quite difficult to load on the data
mining tool we have opted to work with. The data was converted from a .data format to .csv format.
By looking at the first few lines of the data, we observe that the data is a mixture of numerical and
categorical data. The target variable is represented using a string; we can note that in later stages,

we might need to change this representation to 0 and 1. Below is a summary of the data:
e 199,523 Instances.
e 40 attributes (7 continuous, 33 nominal)

e 2 classes (<= 50,000 and >=50,000)

1.2 Forest Cover Type

The dataset chosen for the conduction of classification modeling is the “Forest CoverType” dataset
(obtained from the UCI KDD Archive), which stores data for the forest cover type observation of 30
x 30 meter cells that was obtained from the US Forest Service (USFS) Region 2 Resource Information
System (RIS). The dataset was made available on the 28th of August 1998 by Jock A. Blackard, Dr.
Denis J. Dean and Dr. Charles W. Anderson from Colarado State University under the department
of Forest Sciences.

The dataset contains a total of 581 012 instances of data records with 54 attributes, 12 of which are
measurement variable attributes, where 10 of these 12 measurement variables have quantitative data
type values and 2 have qualitative data type values (‘Wilderness Area’;, ‘Soil Type’). A number
of codes are mapped to represent the different types of values available for the ‘Wilderness Area’,
‘Soil Type” and ‘Cover Type’ qualitative data type variables. The ‘Cover Type’ variable attribute
is indicated as the classification problem target (predicted) variable that is used to predict and
classify the forest cover type of the data, based on the 12 independent variables. The data type of
the entire dataset is multivariate and no missing data or attribute values exist in the dataset. This
was taken into consideration during the selection of the datasets, as it was thought to assist in the

better conduction of both the statistical and classification modeling analysis of the data.



2 CRISP-DM Phase 2: Data understanding [15 marks]

2.1 (a) Conduct appropriate statistical analysis (univariate, bivariate) on

the dataset variables. [10 marks|

2.1.1 Census-Income Statistical Analysis

Univariate
Age Statistic ) .
n - i Misimum 0 Capital gains Wage per hour
M M M M M @ -
- _ _ M::"“m s Seatistic Statistic
StdDev 23m Minimum 0 Minimum 0
Maximurm 29090 Maximum 9999
Mean 434719 Mean 55.427
StdDev 4697531 StdDev 274,896
Capital losses Dividends from stocks
Statistic Statistic
Minimum 0 Minimum 0
Maximum 4608 Maximum 99999
r o Mean 37.314 Mean 197.53
StdDev 271,89 StdDev —_——

Weeks worked in year
Statistic

Class(More or less than $50k)

Minimum 0

Maximum 52
Mean 23175

Bivariate
Correlation L ) )
. . . . Dividends from stocks vs Capital gains
First Attribute Second Attribute Correlation
Plot: Data
Own business or self employed Weeks worked in a 0,266 <
year

Weeks warked in a year Class(Income) 0,262

Capital gains Class(Income) 0,241

Dividends from stock Class(income) 0,176

Age vs Income

X
"

Plot: Data

1

49998, 5 99899




2.1.2 Forest Cover Type Statistical Analysis

Mean | Std Min Max

Aspect 155.657 | 111.914 | 0.000 360.000
Hillshade 9am 212.146 | 26.770 | 0.000 254.000
Hillshade 3pm 142.528 | 38.275 | 0.000 254.000

Vertical Distance To Hydrology 46.419 | 58.295 | -173.000 | 601.000
Horizontal Distance To Hydrology | 269.428 | 212.550 | 0.000 1,397.000

Table 1: Statistical analysis of the chosen numerical features of the Forest Cover Type data set.

Univariate Analysis: Histograms and Distributions

| Visushoe Ml || cagny: Cover_Typs Pl Visuskze A ||| Class: Cover Typs (umi Viasuskce Al

e

Figure 1: ‘Aspect’ Variable Histogram Figure 2: 'Hillshade_3pm’ Variable Histogram Figure 3: 'Hillshade_9am’ Variable Histogram

Class: Cover_Type Pum) ¢ | Viswkzo Ml | Cusy Govee Typs Mml Visuskzn K1

Figure 4: ‘Horizontal Distance to Hydrology' Figure 5: “Vertical Distance to Hydrology'
Variable Histogram Variable Histogram

Bivariate Analysis: Scatter Plots

[ il o Y )

) e Figure 7: Hillshade 9pm vs. Figure 8: Vertical distance to
Figure 6: Hillshade _3pm vs. Aspect Hillshade_3pm Hydrology vs. Horizontal distance to
Hydrology



2.2

2.2.1

1.

(b) Provide an explanation of the analysis results for each variable.
[5 marks]

Census-Income Statistical Analysis

Univariate explanation: The age ranges from 0 to 90, with a mean of 34.494 and a standard
deviation of 22.311. The standard deviation is lower than the mean, meaning data are clustered
around the mean.Looking at instances with a 0 age value, we see that they have no education
data, and most of the other variables also are classified as children. We can already note that

these might be outliers that might need to be dealt with in later stages.

. Bivariate explanation: From the correlation table, we see very weak correlations between dif-

ferent attributes. We note that as the amount of capital gains or dividends from stock increase,
so does the chance of earning above 50k. As we are avoiding making any assumptions, we
explore the data by filtering dividends from stock in descending order. From the activity, we
note that the top 134 individuals in terms of dividend amounts have an income of over 50k with
the lowest dividends amount being 31262. This makes sense, especially because if an individual
is receiving a dividend of +50k then by default their income is above 50k.On the dividends
from stocks vs capital gains, we see that majority of +50k individuals either are earning some

dividends or capital gains

2.2.2 Forest Cover Type Statistical Analysis

1.

Univariate explanation: From the visual aids presented in the research report, we are able to
analyze the presence of specific variables. We have identified the 5 variables in the univariate
analysis to form part of our most important feature set. In particular, we are able to see that
vertical and horizontal distance to a hydrology point are some of the most important features
we should consider when regarding forest cover. Both figures 4 and 5 show that the variables
are skewed more towards the right. Whereas figure 3 shows a graph with the skewness towards
the left.

. Bivariate explanation: Visualization played a crucial role in gaining a thorough understanding

of the data. We selected relationships based on attributes that shared a strong correlation value
greater than 0.5 (strong positive correlation) or less than -0.5 (strong negative correlation). In
total we identified six pairs of correlated attributes. These are 'Hillshade 3pm & Aspect’;
"Hillshade 9am & Aspect’; "Hillshade Noon & Slope’; "Vertical Distance To Hydrology’ &
"Horizontal Distance To Hydrology’; "Hillshade 9am & Hillshade 3pm’; "Hillshade Noon &
Hillshade 3pm’. We included the graphs for three of the pairs, as shown in figure 2.1.2 above.

Figure 2.2.2 below shows the correlation matrix for this numeral attributes of the data set. After

observing the resultant scatter-plots, we discovered interesting patterns. Such as how the relationship

between Hillshade 3pm and Aspect is a sigmoid function.

The images displayed in figure 2 illustrate the generated correlation values (highlighted in green) for

each of the chosen 3 pairs of variables in the forest cover data-set that are used for bivariate data



analysis, which are generated using the Pearson sample correlation coefficient method with a 2 tailed
test of significance in the IBM SPSS software.

Elevation -

0.6

Slope - -0.24 0.4

Horizontal_Distance_To_Hydrology SONSRER 0/ 08 0 Fok ik 0.2
Vertical_Distance_To_Hydrology 0.07 0.27 0.61 00

Horizontal_Distance_To_Roadways

-0.58 -0.33 0.034

Hillshade_9am
--0.4

Hillshade_Noon b -0.53 JNLy) 0.19  0.01

--0.6
Hillshade_3pm . 0.052 0.035 0.11 0.59

Horizontal_Distance_To_Fire_Points -SH0MHEY 0.052 0.33  0.13 0.057

Elevation

Hydrology
Hydrology
Roadways
shade_9am
1ade_Noon
ihade_3pm
Fire_Points -

Figure 1: Correlation matrix (using Pearson correlation) for the 10 numerical attributes of the Forest
Cover data-set.

Correlations Correlations
Hillshade_3p Hillshade_3p Hillshade_39a
m Aspect m m
Hillshade_3pm Pearson Correlation 1 ol Hillshade_3pm Pearson Correlation 1 780"
Sig. (2-tailed) .000 Sig. (2-tailed) 000
N 581012 581012 N 581012 - 581012
Aspect Pearson Correlation 647" - 1 . Hillshade_9am Pearson Correlation -780" 1
Sig. (2-tailed) .000 Sig. (2-tailed) 000
N 581012 581012 N 581012 581012
** Correlation is significant at the 0.01 level (2-tailed). ** Correlation is significant at the 0.01 level (2-tailed).
Hillshade_3pm vs. Aspect Hillshade_3pm vs. Hillshade_9am
Correlations

Vertical_Distan Horizontal_Dist
ce_To_Hydrolo  ance_To_Hydr

gy ology
Vertical_Distance_To_Hydr Pearson Correlation 1 606"
£l Sig. (2tailed) 000
| N 581012 581012
Horizontal_Distance_To_H Pearson Correlation 606~ 1
ydrology Sig. (2tailed) 000
N 581012 581012

** Correlation is significant atthe 0.01 level (2-1ailed).

Vertical_Distance_To_Hydrology vs.
Horizontal_Distance_To_Hydrology

Figure 2: Generated correlation values for the 3 chosen pairs of variables used for bivariate analysis



3 3. CRISP-DM Phase 3 and 4: Data preparation and mod-
eling [50 marks]

3.1 (a) Cluster analysis activities [20 marks|

3.1.1 i. Use one of the datasets for cluster analysis.

WEKA [1] software was the main tool utilised in the clustering activity of the Census Income Data.

3.1.2 ii. Conduct dimensionality reduction before performing the cluster analysis. [5

marks]|

Data Cleaning

Missing Values Outliers

Missing values have ? - we load them to notepad and
replace ? With space

ilter
Choose InterquartileRange -R first-last -0 3.0 -E 6.0

ilter Cla: ExtremeValue (Nom)

Choose ReplaceMissingValues

-urrent relation
Relation: original_csv-weka filters.unsupervised.attribute.ReplaceMissingValue:
Instances: 199523

Duplicate values

ilter

Choose RemoveDuplicates

-urrent relation
Relation: original_csv-weka.filters.unsupervised.at
Instances: 195321

ittributes

Visualige All

isuanze All

Figure 3: Data cleaning activities




CfsSubsetEval

Attribute Subset Evaluator (supervised, Class (nominal): 41 class):

CFS Subset Evaluator
Including locally predictive attributes

Selected attributes: 5,13,16,17,18,3% : &

education

sex

capital gains
capital losses
divdends from stocks
weeks worked in year

ChiSquaredAttributeEval

=== Attribute Selection on all input data ===

Search Method:
Attribute ranking.

Attribute Evaluator (supervised, Class (nominal): 41 class):

Chi-squared Ranking Filter

Ranked attributes:

25827.975
19674.8581
19207.€365
17126.4519
111€1.3866
9622.4588
8631.0856
84€1.2067
7980.0807
7085.1215
6077.1559
5409.0208
5379.3509
5296.1876
4581.1761

4
S
1€
10
18
3
17

35

=

13
22

19

occupation code

education

capital gains

major occupation code

divdends from stocks

industry code

capital losses

major industry code

weeks worked in year

class of worker

i»;age

sex

detailed household and family stat
num persons worked for employer
tax filer status

InfoGainAttributeEval

Search Method:
Attribute ranking.

Attribute Evaluator (supervised, Class (nominal): 41 class):
Information Gain Ranking Filter

Ranked attributes:
0.093774 4 occupation code
0.073258 10 major occupation code
0.072413 5 education
0.0453¢686 3 industry code
0.045058 16 capital gains
0.045006 3% weeks worked in year
0.041818 9 major industry code
0.036733 18 divdends from stocks
0.035272 1 is;age
0.033¢06 2 class of worker
0.031196 30 num persons worked for employer
0.030354 22 detailed household and family stat
0.029€89 19 tax filer status
0.027439 13 sex
0.026€53 23 detailed household summary in household
0.020282 17 capital losses
0.016312 15 full or part time employment stat
0.015533 8 marital status
0.009734 7 enrolled in edu inst last wk

A AnEosoa £ warna nan hane

After applying many feature reduction methods, we ended up
with 12 attributes out of 40

Figure 4: Dimensionality reduction activities




3.1.3 iii. Use two methods of your choice to conduct the analysis. [10 marks]|

Kmeans Algorithm

kMeans

Number of iterations: €
Within cluster sum of squared errors: 76838.3208924185%

Initial starting points (random):

Cluster 0: S1,' Bachelors degree (BA AB BS)',0,' Married-civilian spouse present’,' Executive admin and managerial’,’ White',” Male',0,0,200,52
Cluster 1: €9,' High school graduate®,0," Widowed®,' Precision production craft & repair',® Black',' Male',981,0,0,52 Cluster O is dom\'nantly male and has a
Missing values globally replaced with mean/mode h!gher wage per hOUF, cap\tal gains .
dividends from stocks and weeks worked in

a year compared to cluster 1. Our

Final cluster centroids:

Cluster A .

Attribuce Full Data 0 1 expectation is that more >=50k personnel's
(35872.0) (18091.0) (17781.0) will be classified under cluster 0.

age 45.6734 41.4324 49,9884

sducation High school graduate High school graduate High school graduate

wage per hour 308.0072 370.0542 244.9784

marital status rried-civilian spouse present Married-civilian spouse present Married-civilian spouse present

major occupation code Not in universe Professional specialty Hot in universe

Race White White White

sex Male Male Female

capital gains 1327.6663 1905.2866 739.9755

capital losses 66.0664 94.3387 37.3012

divdends from stocks 992.6675 T47.1042 1242.5121

weeks worked in year 37.%905 48.2665 27.3628

Time taken to build model (full training data) : 0.03 seconds

=== Model and evaluaticn on training set ===
Clustered Instances

] 18081 ( 50%)
1 17781 ( 50%)

Figure 5: K-means clustering using Weka

Canopy Algorithm

nopy clustering

Mumber of canopies (cluster centers) found: 2

I2 radius: 1,305
T1 radius: 1,631

Cluster 0: 44.€44833," Bachelors degree(BA AB BS)',121.305933," Married-civilian spouse present’,' Executive admin and managerial’,' White',' Male’,2763.982242,140.3€182,1245.122087,50.455327, (3€04) <0>
Cluster 1: 42.26%078,' Some college but no degree',413.885202,' Married-civilian spouse present',' Adm support including clerical',' White',' Female',399.474121,21.312541,574.401128,47.811082, (3014} <1>

Time taken to build model (full training data) : 0.07 seconds
=== Model and evaluation on training set ===
Clustered Instances

0 17817 ( 50%)
1 18055 { 508)

dividends from stocks and weeks worked in a year compared to cluster 1. Our expectation once again
is that more >=50k personnel's will be classified under cluster 0.

Figure 6: Canopy clustering using Weka
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3.1.4 iv. Perform a statistical comparison of the results of the cluster analysis for the

two methods. [5 marks]

& Weke Clusterer Visualize: 19:18:46 - Canopy (fromwekal)

X: Instance_number (Num) |V capital gains (Num) X: Instance_number (Num) “ | V: capital gains (Num)
Colour: Cluster (Nom) | Select Instance Colour: Cluster (Nom) v v || Select Instance
Reset Clear Open Save Jitter ————— Reset Clear Open Save

Plot: fromwekal_clustered Plot: fromweka'_clustered
41310 x 41310 * &
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Class colour Class colour
Figure 7: Capital gain comparison of the algorithms
€ Weka Clusterer Visual eka €) Weka Clusterer Visualize: 19:18:46 - Canopy (fromweka)
X Instance_number (Num) ~ | ¥ sex (Nom) X: Instance_number (Num) ~ | Y:sex (Nom)
Colour: Cluster (Nom) | Select Instance Colour Cluster (Nom) | SelectInstance
Reset Clear Open Save ey ———— Reset Clear Open Save

P\Dl fromwekal_clustered Plot: fromwekal_clustered

L
P

F r x

e ’ f

n u

a a

1 1

e =

1 17935.5 35871 ) 17335.5 35871 35671
Class colour Class colour
clus... clus clus.

Figure 8: Sex comparison of the algorithms
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3.1.5 Summary report

Context -: The case study analyses the census income based on the basic characteristics
regarding a potion of the population from data collected between 1994 and 1995 as mentioned

earlier.

Objectives -: The goal of this analysis study is to classify each individual instance of the
dataset into a known or unknown number of most similar categories or classes. The categories
will then be explicated based on statistical features, such as mean and standard deviation of

certain variables or attributes. To achieve the analysis, supervised learning was utilized.

Organization of the data -: The data used in the case study was collected in a .data format
file. Each row records data regarding individual form the age of 0 to 90 years old together with
their basic information such gender, marital status, education, employment and more. The
dataset contains 199,523 rows i.e. each row represent a person who participated in the survey

and 42 columns i.e. attributes that where collected per person.

Data pre-processing -: The data had several missing values which were replaced by the modes
of respective columns. Other attributes contained outliers which were dealt using different
methods such as removing all the rows with an Age of less than 16. Duplicate records were

also eliminated.

Exploratory data analysis -: Univariate analysis was done by checking measures of disper-
sion such as standard deviation and visualizing through histograms. Bivariate analysis was

carried out by looking at the correlation.

Model specification -: The analysis used non-hierarchical clustering methods due the mas-
siveness of the dataset. K-means and Canopy algorithms were utilized to conduct cluster

analysis and compared the performance of the two models.

Model interpretation -: It was noted that the more clusters were achieved, the more biased
the clustering got. We explored other clustering methods such as DBSCAN using an epsilon

value of 6,8 and min points value of 130 and achieved similar clusters.
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3.2 (b) Predictive classification modeling activities [30 marks]

3.2.1 i. Use the second dataset for classification modeling.

Both the Python [2] and WEKA [1] software tools were used for the conduction of the classification

modeling analysis activities on the forest cover type dataset.

3.2.2 ii. Data partitioning and sampling (training data, validation data, test data)

WEKA

WEKA was used to generate a visualization of the built classification tree model using a reduced
sample number of 10 000 instances of the entire dataset obtained by applying the ‘ReservoirSample’
unsupervised instance filter on the entire Forest Cover Type dataset in WEKA (figure 9), in order to
assist in better and easier visualization and interpretation of the generated classification tree, where
as the entire Forest Cover Type dataset’s number of instances was used in python for the building and
assessment of the classification tree model’s performance. The classification tree model was build on

a training and testing set split of 75% for training and 25% for testing in both WEKA and python.

O @ weka.gui.GenericObjectEditor

weka.filters.unsupervised.instance.ReservoirSample

About
Produces a random subsample of a dataset using the More
reservoir sampling Algorithm "R" by Vitter. "
Capabilities
debug | False ~
doNotCheckCapabilities = False v
randomSeed 1
sampleSize = 10000
Open... Save... OK Cancel

Figure 9: Sample reduction of Forest Cover Type dataset instances used for the classification tree
model analysis in WEKA

Python

""" Sampled data based on the top 20 most important attributes according to

RandomForestClassifier & ExtraTreesClassifier """

sample = datal[[’Elevation’,’Horizontal_Distance_To_Roadways’,’
Horizontal_Distance_To_Fire_Points’,’Horizontal_Distance_To_Hydrology’,’
Vertical_Distance_To_Hydrology’,’Aspect’,’Wilderness_Aread4’,’Hillshade_Noon’,”’
Hillshade_3pm’,’Hillshade_9am’,’Slope’,’Soil_Type22’,’Soil_Typel0’,’Soil_Type4d
>,?8011_Type34’,°80il_Type34’,’Wilderness_Aread’,’Soil_Typel2’,’So0il_Type2’,’
Wilderness_Areal’, ’Cover_Type’]]

#from sklearn.preprocessing import MinMaxScaler

#Specifying the feature range for the scaler function

scaler = MinMaxScaler (feature_range = (0,1))

13
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""" Moving sample features into X and target variable into Y """

X = sample.iloc[:,:-1]

y = sample[’Cover_Type’]

""" Scaling the sampled data according to a range funtion """

X_scaled = scaler.fit_transform(X)

#from sklearn.model_selection import train_test_split

#Spliting the data set into a 75%-25% train-test data set respectively

X_train, X_test, y_train, y_test = train_test_split(X_scaled, y, test_size =
0.25, random_state = 53)

print (X_train.shape, X_test.shape)

Listing 1: Python Dimensionality Reduction and Sampling

(435758, 20) (145253, 20)

Listing 2: Sampled Training-Test Split Output

3.2.3 iii. Dimensionality reduction (feature selection). [5 marks]

Both data transformation (figure 10) and dimensionality reduction (figure 11) was applied on the
Forest Cover Type dataset used for the conduction of the classification model analysis in WEKA.
The data transformation step involved making use of discretization, which is a method followed for
the dividing and partitioning of numeric data into categorical data using bin intervals, in order to
convert the ‘forest cover type’ predicted variable datatype from numeric to nominal, as the build-
ing of a classification model tree requires the datatype of the predicted variable of the dataset being
used for analysis to be categorical. Dimensionality reduction was performed to obtain a decreased
sample space of the amount of data attributes used for analysis with selecting and keeping only
those variable attributes that are calculated to retain the most information about the entire dataset,
such that extra redundant and irrelevant data is not used and taken into consideration during data
analysis, which could lead to time wasted during the generation and analyzation of results if such

extra data is included in the analysis of the data.

The approach followed for the conduction of dimensionality reduction on the Forest Cover Type
dataset involved feature selection of data based on correlation analysis, where the correlation be-
tween each variable attribute and the predicted variable was automatically calculated by WEKA
through the use of the correlation based feature selection approach by applying the ‘CorrelationAt-
tributeEval’ unsupervised attribute filter on the entire Forest Cover Type dataset in WEKA (figure
11). Out of all the existing variable attribute features in the dataset, only the variable attribute
features whose ranked positive correlation value is greater than the cut-off correlation value or whose
negative correlation value is less than -(the cut-off correlation value). The variable attributes whose
correlation values are closest to 0 and -0 are excluded from selection. The cut-off correlation value
point was chosen as 50% of the maximum highest ranked correlation value = 0.5 x 0.28604 = 0.14302.
As illustrated in figure 12, only the top 4 ranked variable attribute features were selected, as the

correlation values of the top 4 ranked variable attribute features are greater than 0.14302.

14



&) weka.guiGenericObjectEditor x

wekafilters.unsupervised.attribute.NumericToMominal

About

Afilter for turning numeric attributes into nominal ones. More
Capabilities
attributelndices | last
debug | False ~
doMNotCheckCapabilities | False ~
invertSelection | False ~

Open... Save.. QK Cancel

Figure 10: Data transformation of the 'forest cover type’ predicted variable attribute used for the

classification tree model analysis in WEKA

Attribute Evaluator
Choose | CorrelationAttributeEval

Search Method
Choose Ranker -T -1.7976931348623157E308 -N -1

Figure 11: Generation of dimensionality reduction on Forest Cover Type dataset attributes used for

the classification tree model analysis in WEKA

=== Attribute Selection on all input data ===

Search Method:
Attribute ranking.

Attribute Evaluator (supervised, Class (nominal): 55 Cover_Type):
Correlation Ranking Filter

Ranked attributes:

0.28604 1 Elevation

0.22405 14 Cache_la_Poudre_Wilderness_Area

0.15171 26 ST_4744
0.14725 36 ST_7201

Figure 12: Attribute selection of Forest Cover Type dataset attributes used for the classification tree

model analysis in WEKA

3.2.4 iv. Classification tree. [10 marks]

The generation of the classification tree model in WEKA was obtained by applying the ‘J48 tree
classifier filter on the entire Forest Cover Type dataset in WEKA (figure 13) using a training and
test split of 75% and 25% respectively. The results and visualization of the generated classification
tree in WEKA is illustrated in figures 14 and 15 below.

15



Classifier
Choose 48 -C025-M2

Test options
Use training set

Supplied test set Set
Cross-validation Folds
0 Percentage split % |75
More options...

(Mom) Cover_Type e

Start Stop

Figure 13: Generation of classification tree model in WEKA

Time taken to build model: 0.13 seconds
=== Evaluation on test split =—

Time taken to test model on test split: 0.01 seconds

=== Summary ===

Correctly Classified Instances 1660 66.4 %
Incorrectly Classified Instances 240 33.6 %
Kappa statistic 0.4319

Mean absolute error 0.1348

Root mean squared error 0.263

Relative absclute error 76.0087 %

Root relative squared error 38.0969 %

Total Number of Instances 2500

Figure 14: Results of generated classification tree model in WEKA
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Figure 15: Visualization of generated classification tree model in WEKA

3.2.5 v. MLP ANN. [10 marks]

A model evaluation function was written to evaluate a given classifier against the train-test data

set. The evaluator function measures the time taken to train the model and the time taken to cross
validate (CV) the model with the expected classification. The 10 K-Fold CV method was chosen,

as it gives a good estimate of the skill of the model on new data, and it falls inline with expected

project criteria.
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Time taken will be different based on system specifications. The evaluations were ran on a 8GB

Windows 11 with a 2.10Ghz 2 core CPU.

import numpy as np # for scientific computing
from sklearn.model_selection import cross_val_score # to measure performance
# fucntion
def model_evaluation(clf):
clf = clf
t_start = time.time ()
clf = clf.fit(X_train, y_train)

t_end = time.time ()

c_start = time.time ()

# 10 K - Fold Cross Validation

accuracy = cross_val_score(clf, X_train, y_train, cv = 10, scoring = ’

accuracy’)

f1_score = cross_val_score(clf, X_train, y_train, cv = 10, scoring = ’
f1_macro’)

c_end = time.time ()

# Average calculated according to the 10 observation’s accuracy and fl scores
acc_mean = np.round(accuracy.mean() * 100, 2)

f1_mean = np.round(fl_score.mean() * 100, 2)

t_time = np.round((t_end - t_start) / 60, 3)

c_time = np.round((c_end - c_start) / 60, 3)

clf = None

# Output

print("Accuracy score:", acc_mean,") and F1 score:", fl_mean,") taking",
t_time,"minutes to train and", c_time,

"minutes to evaluate cross validation and metric scores.")

Listing 3: Model Evaluator applying 10 test sets

""" from sklearn.neural_network import MLPClassifier

nmnn

Running the MLP ANN Classifier, using two different setting types

model_evaluation (MLPClassifier(solver=’adam’, max_iter=10000, alpha=1le-5,
hidden_layer_sizes=(5,2), random_state=1))

model_evaluation (MLPClassifier (solver=’adam’, max_iter=3000, alpha=1le-5,

hidden_layer_sizes=(15,), random_state=1))

Listing 4: Python MLP ANN Application

Accuracy score: 71.31 % and F1 score: 41.59 % taking 1.696 minutes to train and
26.249 minutes to evaluate cross validation and metric scores.
Accuracy score: 74.48 ¥ and F1 score: 59.19 J taking 5.662 minutes to train and

76.897 minutes to evaluate cross validation and metric scores.

Listing 5: MLP ANN Model Evaluator Output

3.2.6 vi. Create 10 test sets for the models.

The recommended size of 10 test sets were created in order to test the quality and validity of the
built classifier models. The procedure followed for the creation of the 10 test sets for the classification
tree model is illustrated in figures 16 and 18 respectively seen below. Results of the classification

tree model’s conducted tests using the created test sets are displayed in figure 17.
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£ weka.gui.GenericObjectEditor X

weka.filters.unsupervised.instance.Resample

About
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Capabilities
debug  False v
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invertSelection  True d
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Figure 16: Generation of test sets for classification tree model using WEKA

Time taken to build model: 0.13 seconds
=== Evaluation on test split ===

Time taken to test model on test split: 0.01 seconds

=== Summary ===

Correctly Classified Instances 1660 66.4 3
Incorrectly Classified Instances 840 33.6 %
Kappa statistic 0.4319

Mean absolute error 0.1348

Root mean squared srror 0.263

Relative absolute error T€.0087 %

Root relative squared error £8.09¢69 %

Total Number of Instances 2500

Summary Resuits of Classification Model generated with reduced sample
size of 10 000 data instances and a train-test set split of 75% & 25%

Time taken to build model: 9.84 seconds Time taken to build model: .04 seconds Time taken to build model: @.84 seconds
=== Evaluation on test set === === Evaluation on test set === === Evaluation on test set ===
Time taken to test model on supplied test set: 18.43 seconds Time taken to test model on supplied test set: 22.94 seconds Time taken to test model on supplied test set: 39.48 seconds
== Summary === === Summary == === Summary ===
Correctly Classified Instances 39169 67,4142 % Correctly Classified Instances 97823 67.3466 % -
Incorrectly Classified Instances 18933 32.5858 % Incorrectly Classified Instances 47430 32.6534 % gmrecnzlﬂ‘;inf%? ;”;tazus lggggg g;‘gg; :
Kappa statistic 0.4462 Kappa statistic B.4461 ncorrectly Classified Instances 5
Mean absolute error 0.1326 e o 81327 Kappa statistic 0.4451
Root mean squared error 9.2584 Root mean squared error 0.2585 Mean absolute error 0.1328
Relative absolute error 74.7842 % Relative absolute error 74.777 % Root mean squared error 0.2587
Root relative squared error 86.652 % FoatialativaYsqlaradfarror 86.6318 & Relative absolute error 74,8297 %
Total Number of Instances 58102 Total Number of Instances 145253 Root relative squared error 86.7081 %
Total Number of Instances 203355
Test Set 1: Results of Classification Model generated with test ) . . .
- . Test Set 2: Results of Classification Model generated with Test Set 3: Results of Classification Model generated with test
set size of 58 102 data instances . .
test set size of 145 253 data instances set size of 203 355 data instances

Figure 17: Test set results of classification tree model generated in WEKA

As illustrated in figure 17 above, we have generated multiple test sets to measure the performance
of our classification tree model. The accuracy score of the built model provides an accuracy score
of about 67%. Although the score is not the highest it is still satisfactory. We created various test
sets but only used 3 to compare them against one another in order to analyze the consistency of
the model. As can be seen in Figure 13, each test set contained different data and different sample
sizes. These sample sizes ranged from 58 000 to 200 000. In the end, each test set was put through
the model and produced a similar accuracy score of around 67%. This ensures the consistency and

validity of the classification tree model.
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1 import numpy as np # for scientific computing

2 from sklearn.model_selection import cross_val_score # to measure performance

a # fucntion

1+ def model_evaluation(clf):
clf = clf

G t_start = time.time()
clf = clf.fit(X_train, y_train)

| t_end = time.time()

a c_start = time.time()

10 # 10 K Fold Cross Validation

11 accuracy = cross_val_score(clf, X_train, y_traim, cv = 10, scoring = *
accuracy’)

12 fi1_score = cross_val_score(clf, X _traimn, y_train, cv = 10, scoring = ?
f1_macro?)

13 c_end = time.time()

14 # Average calculated according to the 10 observation’s accuracy and fl1 =scores

15 acc_mean = np.round(accuracy.mean() * 100, 2)

16 f1_mean = np.round(f1_score.mean() * 100, 2)

17 t_time = np.round((t_end t_start) / 60, 3)

18 c_time = np.round((c_end c_start) / 60, 3)

19 clf = Nome

20 # Output

21 print ("Accuracy score:", acc_mean,") and F1 score:", f1_mean,") taking",

t_time,"minutes to traim and", c_time,
22 "minutes to evaluate cross validation and metric scores.")

Figure 18: Generation of test sets for MLP ANN model using Python

3.2.7 vii. Use Student’s paired samples t-test to compare the tree and ANN model

performance. [5 marks]

The Train-test size is made up of two brackets indicating the number of instances for the training
and testing set respectively and the number of attributes used for those instances. We followed a 75

to 25 percent train-test split rule.

Model Platform | Train-Test Size Accuracy
MLP ANN Classifier Python (435 758, 20) (145 253, 20) | 74.48%
Classification Tree Classifier | WEKA (7 500, 4) (2 500,4) 66.4%

Table 2: Table of results.
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4 CRISP-DM Phase 5: Evaluation

e Context - The purpose of the conduction of this group assignment was to perform both
cluster and predictive modeling data analysis on 2 chosen datasets obtained from the UCI KDD
Archive, in order to obtain an understanding of how to utilize, follow and practically apply
each of the phases that form a part of the CRISP-DM process for the mining and analyzation
of data provided by real datasets.

e Objectives - The aim of the analysis of the Census-Income dataset is to assess the income
patterns of the collected data of various individuals, where as the aim of the analysis of the
Forest Cover Type dataset is to predict forest cover types, which involves discovering the
amount of land area that would be covered by a forest. Furthermore, the analysis of the Forest
Cover Type dataset also assists in providing an understanding to measure which predictive
classification models can accurately classify and present a good classification representation of
the utilized dataset’s predicted variable output values, by making use of the available predictor

variables in the utilized dataset.

e Organization of the data - This involved the conduction of the data preparation phase
in the CRISP-DM process on the respective Census-Income and Forest Cover Type datasets
used for data analysis. Verification of data quality, data transformation and dimensionality
reduction were some of the data mining activities performed during the organization of the
data used in the respective datasets before the conduction of analysis. The Forest Cover Type
dataset was discovered to have no missing values, which greatly influenced the decision to make
use of the dataset for conducting data analysis and this greatly helped to ease and fasten the
process of cleaning and verifying the data used, unlike the data found in the Census-Income
dataset, which was presented with a number of incomplete and missing data that had to be
catered for before engaging in the conduction of the data analysis activities with the data in

the Census-Income dataset.

e Exploratory data analysis - This involved the conduction of the data understanding and
data preparation phases in the CRISP-DM process on the respective Census-Income and Forest
Cover Type datasets used in order to collect, describe, explore and verify the data of the
respective datasets, and then further select, clean, construct, integrate and format the data
in order to verify the quality of the data in the datasets used for data analysis. Statistical
bivariate and univariate analysis was conducted on both datasets for a better understanding
of the data patterns of the individual variables, as well as to be made aware of any potential
relationships that may exist between the variables of the datasets and the strength of these

existing relationships.

e Model specification - Both an MLP ANN and classification tree model was built and gen-
erated for the forest cover type dataset using a training and test set split of 75% (training
set) and 25% (test set). Once the results of the respective models were obtained, they were

compared in order to evaluate the accuracies of the built models.
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e Model comparison - Both models used cross-validation as part of their accuracy measuring
strategy. The MLP ANN classifier performed quite well with a 75% accuracy, though with
some more fine tuning the performance could be able to be improved upon but at a cost. The
tree classification performed in WEKA received an accuracy of 66.4%, 8.08% less than the MLP
ANN in performance. Another reason for the MLP ANN performing better than the WEKA
classifier is due to the greater amounts of data and features fed into the MLP ANN. Neural
networks typically perform better with more data. Though a balancing act needs to be struck

with the size of data versus computational efficiency.

e Model interpretation - The decision tree is used in classification but more particularly is
used when the data is categorical. Multiple models exist and were used in the report to conduct
the analysis. The decision tree performed more poorly than its counterpart model, the MLP
ANN. It provided satisfactory statistics with it correctly being able to classify 2/3 instances.
However, from the results obtained we have noticed that Elevation and ST7201 played the
most important roles in determining the leaves in this classification tree. These leaves in turn

represent the classified groups of Forest cover insurance.
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